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Mixtures: Insight from the Potential of Mean Force
Alessia Centi,1 Arghya Dutta,1 Sapun H. Parekh,1,2 and Tristan Bereau1,*
1Max Planck Institute for Polymer Research, Mainz, Germany and 2Department of Biomedical Engineering, University of Texas at Austin,
Austin, Texas
ABSTRACT Small solutes have been shown to alter the lateral organization of cell membranes and reconstituted phospholipid
bilayers; however, the mechanisms by which these changes happen are still largely unknown. Traditionally, both experiment and
simulation studies have been restricted to testing only a few compounds at a time, failing to identify general molecular descrip-
tors or chemical properties that would allow extrapolating beyond the subset of considered solutes. In this work, we probe the
competing energetics of inserting a solute in different membrane environments by means of the potential of mean force. We
show that these calculations can be used as a computationally efficient proxy to establish whether a solute will stabilize or desta-
bilize domain phase separation. Combined with umbrella-sampling simulations and coarse-grained molecular dynamics simu-
lations, we are able to screen solutes across a wide range of chemistries and polarities. Our results indicate that for the system
under consideration, preferential partitioning and therefore effectiveness in altering membrane phase separation are strictly
linked to the location of insertion in the bilayer (i.e., midplane or interface). Our approach represents a fast and simple tool
for obtaining structural and thermodynamic insight into the partitioning of small molecules between lipid domains and its relation
to phase separation, ultimately providing a platform for identifying the key determinants of this process.
SIGNIFICANCE In this work, we explore the relationship between solute chemistry and the thermodynamics of insertion
in a mixed lipid membrane. By combining a coarse-grained resolution and umbrella-sampling simulations, we efficiently
sample conformational space to study the thermodynamics of phase separation. We demonstrate that measures of the
potential of mean force—a computationally efficient quantity—between different lipid environments can serve as a proxy to
predict a compound’s ability to alter the thermodynamics of the lipid membrane. This efficiency allows us to set up a
computational screening across many compound chemistries, thereby gaining insight beyond the study of a single or a
handful of compounds.
INTRODUCTION

Many cellular processes, including signal transduction as
well as sorting and trafficking of proteins and pathogens,
are rooted in the lateral organization of the plasma mem-
brane (1). As purported by the raft concept, ordered and
densely packed regions containing sphingolipids and
cholesterol coexist with regions of loosely arranged phos-
pholipids in biological membranes (2,3). Artificial mem-
branes, containing adequate amounts of cholesterol, also
show formation of similar lipid nanodomains (4,5). Gener-
ally speaking, below the miscibility transition temperature
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(Tmix), saturated lipids and cholesterol form a phase with a
higher degree of order of the hydrocarbon chains, named
liquid ordered (Lo), whereas unsaturated lipids maintain a
more disordered arrangement in the so-called liquid-disor-
dered phase (Ld) (5).

Remarkably, mixing or demixing of the different lipid
components can be achieved by incorporating small solute
molecules that partition between coexisting domains,
thereby shifting phase separation (6,7). This very intriguing
effect, which has been speculated to be linked to the mech-
anism of action of general anesthetics (6), might have
important consequences for cell function, opening a path
to the design of new drug-like compounds acting on mem-
brane proteins through lipid-domain-mediated effects.
Experimentally, the change in lateral organization translates
into a shift of the Tmix. This effect has been reported for
short-chain alcohols when added to giant plasma membrane
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vesicles (6), as well as to ternary giant unilamellar vesicles
(GUVs) (7). For both systems, the temperature shift is quite
significant, but in opposite directions: short-chain alcohols
decrease Tmix in giant plasma membrane vesicles while
increasing it in GUVs. Interestingly, when the alcohol chain
consists of more than eight carbons, the reported shift for
GUVs’ Tmix becomes nonmonotonic, making it hard to pre-
dict what the effect of a new untested compound will be.

Molecular dynamics (MD) simulations have a long history
of complementing experiments when it comes to understand-
ing the intricate details of phase separation in lipid mem-
branes (8–17). The nature of the problem inherently calls
for long length- and timescales. As such, coarse-grained
(CG) models that lump together several atoms into one super-
particle or bead are particularly suited for this purpose (18).
The Martini force field (19,20) represents a popular choice
for studying complex membranes, as demonstrated by a
recent review on this topic (21). Using the Martini force fields
(19,20), several computational studies have already investi-
gated the effect of adding specific compounds such as trans-
membrane peptides (22,23), amphiphiles (24), and small
hydrophobic molecules and polymers (25–27) to ternary
membranes displaying phase separation. Various possible ex-
planations for the underlying mechanism of domain modula-
tion by small additives have also been proposed. These
include preferential partitioning between Lo and Ld domains
(22–24,26,27), change in membrane thickness leading to in-
crease or decrease of the hydrophobic mismatch between
coexisting phases (24), and changes to the line tension at
the interface between domains (i.e., linactant mechanism)
(25,28). Taken together, the picture emerging from experi-
mental and computational studies highlights the complexity
of the problem, with many possible competing processes
occurring simultaneously that could impact domain stabiliza-
tion or destabilization. To this end, an approach to quickly
explore the chemical space at a reduced computational cost
while providing simple molecular markers or chemical fea-
tures that can help predict the bilayer-modifying character
of new compounds would be extremely beneficial.

In this work, we study in detail the thermodynamics of in-
serting a small solute molecule into a membrane mixture.
The potential of mean force (PMF), obtained herein using
umbrella sampling (US), provides a robust observable to
quantify the stability of the system. Our group previously
demonstrated the benefits of calculating PMFs to study the
translocation of small molecules in a one-component lipid
membrane at high throughput, i.e., across the chemical
space of small organic molecules (29–32). PMF measures
have otherwise been successfully employed to shed light
on the thermodynamic origins of many biologically relevant
processes, including protein dimerization (33–36) and pref-
erential binding and association of peptides and proteins to
different membrane environments (35,37,38), as well as to
study the selectivity of antimicrobial peptides between bac-
terial and mammalian-like membranes (39,40).
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We propose to compare different PMFs to study the prefer-
ential insertion of a solute between different membrane envi-
ronments and its potential ability to shift the Lo-Ld phase
equilibrium. Inparticular,wemonitor the free energyof insert-
ing the solute in three environments representative of Lo, Ld,
and the mixture and show how they can be indicative of pref-
erential partitioning in large-scale MD simulations. By ex-
ploiting the modularity of the Martini force field and the
computational efficiency of US, we obtain thermodynamic
trends across a wide variety of chemically different com-
pounds. Our results indicate that, at low solute concentrations,
lipidmixing and demixing originate from a close interplay be-
tween preferential partitioning and insertion, in which the
compounds displaying the strongest effects localize at the
bilayer midplane. Ultimately, the combined partitioning and
structural information obtained with this approach can lead
to a better understanding of the driving forces governing lipid
mixing and demixing caused by small molecules.
METHODS

CG simulations using the Martini force field (20) were carried out with

GROMACS 4.6.6 (41) and GROMACS 5.1.4 (42) in combination with

PLUMED 2 (43). Two different types of simulations were performed: 1)

the large-scale reorganization of membrane mixtures under the influence

of a small concentration of solute molecules using unbiased MD simula-

tions and 2) PMF calculations of the insertion of a single small molecule

inside a lipid bilayer from US. More details about both types of simulations

are provided in the following sections.
Unbiased molecular dynamics

MDsimulations of a ternarymembrane consisting of 1,2-dioleoyl-sn-glycero-

3-phosphocholine (DPPC), 1,2-dilinoleoyl-sn-glycero-3-phosphocholine

(DLiPC), and cholesterol (CHOL) at a molar ratio of 7:4.7:5 were carried

out using the Martini force field (20,44). The simulation box contained 612

DPPC, 408 DLiPC, 436 CHOL, and 20,732 water molecules, of which 10%

were replaced by antifreeze particles. It should be noted that the specific lipid

ratio was chosen because it has been shown to reproduce Lo-Ld phase separa-

tion (25,45). Themembranewas simulated at different temperatures (289, 295,

305, 310, 315, 325, and 335 K), as well as in the presence of small concentra-

tions (�5 mol%, corresponding to 80 dimer molecules) of solutes at 305 K.

The ternary membrane was created using the INSANE building tool (46),

and solutemolecules were randomly placed in the simulation box. Before pro-

duction runs, all systems were energyminimized, heated up, and equilibrated.

Production simulations were then performed in the NPTensemble by keeping

the pressure fixed at 1 bar using the Parrinello-Rahman barostat (47), and tem-

perature was controlled using the velocity-rescaling thermostat (48).
Contact fraction analysis

Following Barnoud et al. (25), we measured the degree of phase separation

in each system by calculating the DLiPC-DPPC contact fraction

fmix ¼ CDLiPC�DPPC

CDLiPC�DPPC þ CDPPC�DPPC

; (1)

where Ci � j represents the number of contacts between two lipids. Contacts

between the phosphate group (PO4 bead) of two lipids are calculated with
the GROMACS utility g_mindist, using as threshold a distance of 1.1 nm, as

reported in previous studies (22,25).
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In a similar fashion we calculated the solute-DLiPC contact fraction,

f Smix, and the cholesterol-DLiPC contact fraction, f CHOLmix , by replacing

DPPC in Eq. 1 with the solute or cholesterol, respectively:

f Xmix ¼ CDLiPC�X

CDLiPC�X þ CDPPC�X

; X ¼ S or CHOL: (2)

It should be noted that only contacts between phosphate and cholesterol

headgroup (i.e., PO4 and ROH beads) were considered in the calculation of

f CHOLmix , whereas the entire molecule was considered for the calculation of

f Smix. The threshold distance for f CHOLmix is 1.1 nm, whereas for f Smix, it is

reduced to 0.8 nm. Lastly, contact fractions are calculated by averaging

over the last 107t of simulation time (t ¼ 1 ps).
FIGURE 1 (a) Schematic representation of the protocol employed to

perform free-energy calculations. Martini dimers are inserted in three

different lipid environments: pure DPPC and DLiPC patches and ternary

membrane DPPC/DLiPC/CHOL. The color code is DPPC, blue; DLiPC,

red; and CHOL, yellow. Water is omitted for clarity. (b) An example of

PMFs obtained for the dimer C3-N0 in each lipid environment considered

is shown (DPPC, blue; DLiPC, red; and ternary membrane, green). The three

PMFs are labeled as ‘‘min,’’ ‘‘med,’’ and ‘‘max’’ according to the value of their

respective transfer free energy from water to the membrane, DGW/zm. (c)

The density profile along the bilayer normal z for the ternary membrane

DPPC/DLiPC/CHOL is shown. To see this figure in color, go online.
Umbrella sampling

US simulations were performed in three different environments: a ternary

mixture consisting of DPPC, DLiPC, and CHOL at a molar ratio of

7:4.7:5, referred to as ‘‘mix,’’ and two individual lipid bilayers containing

only DPPC or DLiPC, chosen as proxies for the Lo and Ld phases, respec-

tively (20,44). All membranes were created using the INSANE building

tool (46), producing a lamellar system containing 64 lipids per leaflet for

DPPC and DLiPC and 63 randomly distributed lipids per leaflet for the

mix system. The lamellar systems were then solvated with Martini water

beads. Fig. 1 a shows the three membrane environments considered. With

regards to the solutes, we specifically considered small molecules repre-

sented by two connected Martini beads, referred to herein as dimers. Rather

than focusing on specific compounds, we considered all CG dimers by

exhaustively enumerating all combinations of neutral Martini beads. This

resulted in a total of 105 dimer solutes, covering a wide range of hydropho-

bicity (29,30). Hence, a US simulation was constructed for each combina-

tion of solute and membrane environment, using as the reaction coordinate

the distance along the bilayer normal, z, between the membrane midplane

and the solute molecule. Each simulation consisted of 24 windows spaced

every 0.1 nm, with the force constant of the harmonic restraint set to

239 kcal mol�1 nm�2. To improve sampling, two solute molecules were

placed in the simulation box at sufficient distance from one another (49).

Before production runs, all systems were energy minimized, heated up,

and equilibrated. We ran production simulations in the NPT ensemble for

up to 4� 105t at a pressure P¼ 1 bar using the Parrinello-Rahman barostat

(47) and a coupling constant tP ¼ 12t; temperature was kept constant at

T ¼ 300 K using the velocity-rescaling thermostat (48) and a coupling con-

stant tT ¼ t.

We relied on the lipid mixture as a proxy for the mixed-membrane phase.

This is complicated by the ternary system that naturally demixes at our tem-

perature of interest (see Fig S2 c). To ensure sampling of the state point of

interest, we controlled the mixing of the membrane via the ratio of contacts

between DLiPC/DPPC lipids, i.e., contact fraction fmix, effectively main-

taining the ternary system in a mixed homogeneous state. This was obtained

by applying a harmonic restraint with spring constant K¼ 1195 kcal mol�1

nm�2, as implemented in PLUMED (43).

PMF profiles were estimated using the weighted histogram method (50)

and the relative errors via bootstrapping analysis (51) as implemented in

GROMACS (52).
Umbrella sampling at different cholesterol
concentrations

Following the same protocol described in the previous section, we per-

formed US simulations on ternary membranes containing DPPC, DLiPC,

and a variable cholesterol concentration. Specifically, we used the same

membrane compositions employed by Pantelopulos and Straub to study

the effect of cholesterol concentration on lipid membrane phase behavior

(53). This corresponds to ternary membranes having an equal ratio of
DPPC/DLiPC lipids, whereas the cholesterol concentration is fixed at 0,

3, 7, 13, 22, and 30 mol%, respectively. Each system was prepared for pro-

duction runs following the same steps described in the previous section. US

simulations were performed on a subset of Martini dimers to produce PMF

profiles in the mix environment at a variable cholesterol concentration.
Free-energy calculations

It is first useful to consider the depth at which the solute will preferentially

insert, zm, which corresponds to the minimal value of the PMF, G(zm) ¼
minz G(z). To determine the relative stability of the compound across

different membrane environments, we calculate the transfer free energy be-

tween water and membrane, DGW/zm ¼ G(zm) � G(z / N), in each sys-

tem. Subsequently, we identify for each dimer which of the three lipid

environments produces the largest change in DGW/zm, i.e., the lipid envi-

ronment where the solute will most favorably insert, and denote this as

‘‘min.’’ Similarly, we identify the system in which solute insertion will be

the least favorable (i.e., the smallest value of DGW/zm), which we denoted
Biophysical Journal 118, 1321–1332, March 24, 2020 1323
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as ‘‘max,’’ and the system displaying an intermediate value of DGW/zm,

which we refer to as ‘‘med.’’ Fig. 1 b provides an example of this procedure

in the case of the dimer C3-N0, and Fig. 1 c displays an example of a den-

sity profile for the ternary system.

Hence, we calculate the difference in transfer free energies, DDG, be-

tween the two environments where each solute inserts more favorably

(min and med) to study the possible competition between them (the max

environment is therefore discarded). For simplicity of discussion, we attri-

bute a positive sign to DDG if the environment displaying the largest

DGW/zm is the ternary system so that

DDG ¼
�
DGW/zmed

� DGW/zmin
if min ¼ mix;

DGW/zmin
� DGW/zmed

otherwise:
(3)

Hence, a positive DDG indicates preference for the mixed environment,

whereas a negative DDG indicates preference for one of the two pure lipid

patches.

We provide some examples of input data for unbiased MD and US in a

repository (54).
TABLE 1 Different Contact Fractions for Martini Dimers

C1-C1, C4-C4, and C1-Nd

Dimer DGOl/W fmix f Smix f CHOLmix

C1-C1 6.8 0.351 5 0.009 0.306 0.218

C4-C4 4.8 0.271 5 0.006 0.689 0.204

C1-Nd 4.0 0.297 5 0.005 0.458 0.214

DGOl/W is measured in kcal/mol (58). The contact fraction for the ternary

system in the absence of any solute at 305 K is fmix z 0.31. The full list of

error bars is reported in Table S2.
RESULTS AND DISCUSSION

Mixing and demixing effects induced by small
molecules

We carried out MD simulations of the ternary membrane
DPPC/DLiPC/CHOL in the ratio 7:4.7:5 and without solute
at different temperatures and measured the contact fraction,
fmix. Fig. S1 shows the change in contact fraction as a func-
tion of temperature. As already reported by Barnoud et al.,
at low temperature, the system appears phase separated
(small contact fraction, 0.204< fmix< 0.306), with domains
enriched in DPPC and cholesterol (Lo phase) coexisting
with domains mostly consisting of DLiPC (Ld phase)
(25,45). Because of the periodic boundary conditions used
in our simulations, at the lowest temperatures, lipid domains
arrange into stripes instead of the experimentally observed
circular patches (see Fig. S2, a and b). By increasing tem-
perature, we observe enhanced mixing (larger values of con-
tact fraction, 0.343 < fmix < 0.471) and a reduction of the
stripe-like domains (see Fig. S2, c–g). Because the contact
fraction depends on the system size, we cannot directly
compare our results with those obtained by Barnoud et al.
Nevertheless, we recover similar trends for fmix as a function
of temperature. At this point, it should be noted that in the
remainder of this section, we will focus on one specific tem-
perature, 305 K, to evaluate whether phase separation in the
ternary membrane is affected by addition of small mole-
cules. Hence, the bilayer at 305 K in absence of any solute
effectively represents our reference system and its contact
fraction (i.e., fmix z 0.31; see Table S1) will be used as a
measure to quantify demixing (i.e., fmix < 0.31) or mixing
(i.e., fmix > 0.31) induced by small molecules.

We simulate the ternary membrane in the presence of
small solutes, by adding to the system a finite concentration,
�5 mol%, of three different Martini dimers. We chose com-
pounds covering different types of chemistry: one hydro-
phobic compound (i.e., C1-C1), a compound with
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intermediate polarity (i.e., C4-C4), and one amphiphilic
compound (i.e., C1-Nd). After running each system for
3 � 107t so that convergence of the contact fraction was
observed, we calculate its fmix as well as the solute-DLiPC
contact fraction, f Smix, and the cholesterol-DLiPC contact
fraction, f CHOLmix .

A summary of the results is provided in Table 1. For each
of the solutes tested, we observe different types of behavior:
C1-C1 favors mixing of the ternary membrane (fmix ¼ 0.351
5 0.009), C4-C4 stabilizes lipid domains (fmix ¼ 0.271 5
0.006), and C1-Nd has no significant effect on the phase
separation (fmix ¼ 0.297 5 0.005).

With regard to the mixing effect of C1-C1, this result is in
line with what was already observed by Barnoud et al., who
report an increase in lipid mixing for the DPPC/DLiPC/
CHOL system in the presence of aliphatic solutes, among
which is octane, modeled in Martini as a C1-C1 dimer (25).
The DLiPC-solute contact fraction (see f Smix in Eq. 2) indi-
cates which of the two lipids each solute establishes the
most contacts with, where f Smix ¼ 0.5 indicates equal contacts
withDLiPC andDPPC lipids. Hence, by looking at this quan-
tity for C1-C1 dimers (f Smix ¼ 0.306 5 0.002), we conclude
that they mainly reside in the vicinity of DPPC. As such,
C1-C1 preferentially partitions with DPPC but ultimately
leads to mixing, indicating a destabilization effect upon par-
titioning with the Lo phase. The disruptive effect on phase
separation induced by C1-C1 dimers is also clear by looking
at Fig. 2 a, in which small fragmented DLiPC domains are
visible, and from Fig. 2 b, in which the density distribution
along the x direction shows peak shape distortion. Here, we
also notice that DPPC and DLiPC domains appear slightly
antiregistered, and as a result, the solute and cholesterol dis-
tributions are rather broad.

On the contrary, C4-C4 dimers preferentially partition
with DLiPC lipids (f Smix ¼ 0.689 5 0.005) and cause fmix

to decrease in comparison to the pure DPPC/DLiPC/
CHOL membrane, an indication of more stable phase sepa-
ration. Lo and Ld domains are clearly visible in Fig. 2 c, and
the overall structure of the membrane appears rather or-
dered, with clear distinguishable lipids and cholesterol
peaks and accumulation of the solute in the DLiPC phase
(see Fig. 2 d).

Lastly, C1-Nd dimers display approximately equal parti-
tioning between DPPC and DLiPC (f Smix ¼ 0.458 5 0.005),
as evident by the solute distribution in Fig. 2 f, and produce



FIGURE 2 Phase separation in ternary lipid

membranes in the presence of small concentrations

of dimers: (a and b) C1-C1, (c and d) C4-C4, (e and

f) C1-Nd. (a), (c), and (e) give snapshots taken from

simulations at 2.8 � 107t showing the side and top

view of the membrane. The side view is displayed

to show only one particle per lipid molecule (phos-

phate group for DPPC and DLiPC, hydroxyl group

for cholesterol). (b), (d), and (f) show density pro-

files in the direction of phase separation expressed

as molar fractions and averaged over the last 107t

of simulation time. Continuous and dashed lines

are used to distinguish between the two leaflets.

DPPC: blue, DLiPC: red, CHOL: yellow, and so-

lute: purple. To see this figure in color, go online.
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effectively no change to the Lo-Ld phase separation (see
Fig. 2 e).

The effects observed for the three abovementioned di-
mers indicate that a relationship exists between preferential
partitioning (or lack thereof) in different membrane environ-
ments and the solute mixing or demixing character. Specif-
ically, we note that a dimer that localizes near DPPC lipids
(i.e., the main component of Lo phase) enhances lipid mix-
ing in a phase-separated ternary membrane; on the contrary,
when the dimer localizes near DLiPC lipids (i.e., the main
component of Ld phase), we observe domain stabilization
in the same ternary membrane; and lastly, no significant
modification to phase separation is observed for dimers
that partition approximately equally between DPPC and
DLiPC lipids. We also notice that the DLiPC-CHOL contact
fraction, f CHOLmix , does not change significantly with respect to
the solute-free system (see Table 1; Table S1), a trend also
observed by Barnoud et al. for simulations at low solute con-
centrations (25). We conclude that the transfer of cholesterol
from Lo to Ld phase is rather moderate here. In the next sec-
tion, we investigate this aspect further by evaluating the
thermodynamics of insertion of small molecules in different
lipid membranes by means of US simulations.
Predicting phase separation from several PMFs

The protocol described in the previous section aims at estab-
lishing whether a solute stabilizes or destabilizes membrane
phase separation. Based on large-scale MD simulations, it is
unfortunately computationally demanding and becomes
impractical when screening larger numbers of molecules.
Here, we seek a computationally efficient and insightful
proxy to this protocol. We argue that the structural and ther-
modynamic information contained in PMFs can be lever-
aged to estimate the relative stability of a compound
between different environments: the membrane mixture
and one-component domains (i.e., DPPC for Lo and DLiPC
for Ld). Because these different PMFs are calibrated against
a common environment (i.e., bulk water), relative transfer
free energies can be used as a proxy for the preferential sta-
bility of a compound in an environment. We therefore hy-
pothesize a link between the maximal transfer free energy
from water to one of the three membrane environments
and the propensity to drive membrane phase separation.
Our approach rests on the assumption that interactions be-
tween solute molecules inside the lipid membrane are negli-
gible, as dictated by the US protocol: only a single solute
molecule can be present in a leaflet. As such, we are only
able to explore changes in phase separation in the low solute
concentration regime.

We studied 16 Martini dimers using both approaches: 1) a
large-scale MD simulation and 2) PMF calculations in the
three different membrane environments. We chose dimers
with different levels of hydrophobicity but avoid strongly
polar dimers (e.g., P-P type), which do not favorably insert
in the membrane. Hence, for each dimer we calculate the
difference, DDG, between two most favorable transfer
free energies, defined as ‘‘min’’ and ‘‘med’’ environments,
as described in Eq. 3. As mentioned before, according to
our protocol, a positive DDG is indicative of a preference
for the homogeneously mixed environment, whereas a nega-
tiveDDG indicates a preference for one of the two pure lipid
patches. Additionally, the mixing or demixing character of
each solute is characterized by the DLiPC-DPPC contact
fraction, fmix, measured from the unbiased MD simulations
(see Eq. 1).

We find that the information contained in the PMFs
indeed correlates with the large-scale MD simulations. We
find a linear correlation between the free-energy difference
measured between competing environments and the contact
Biophysical Journal 118, 1321–1332, March 24, 2020 1325
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fraction, as shown in Fig. 3 a. In particular, we observe that
dimers that prefer the mixed environment (i.e., positive
DDG) yield a larger contact fraction, whereas dimers favor-
ing a one-component membrane (i.e., negativeDDG) lead to
a decrease in the contact fraction. Furthermore, plotting the
change in DDG against the solute-DLiPC contact fraction
(f Smix) in Fig. 3 b reveals that in agreement with our findings
described in Mixing and Demixing Effects Induced by
Small Molecules, dimers that produce mixing (i.e., positive
DDG) localize near DPPC (f Smix < 0.5), whereas dimers
enhancing demixing (i.e., negative DDG) localize near
DLiPC (f Smix > 0.5). Interestingly, all dimers that affect
phase separation preferably localize at the membrane mid-
plane (see purple points in Fig. 3). Here, each dimer has
been colored according to their zmin, i.e., the value of z in
the environment displaying the largest DDG. We notice
that indeed, for DDG-values between approximately
�0.25 and 0.25 kcal/mol—which is indicative of rather
moderate preference for one lipid environment—zmin >
1.2 nm, and the dimer localizes at the interface, whereas di-
mers that insert into the midplane region (zmin < 0.5 nm)
a

b

mixing demixing 

prefers DLiPC prefers DPPC 

FIGURE 3 DDG difference between min and med environments as a

function of fmix (a) and f Smix (b) for selected dimers. Solutes are colored ac-

cording to their respective zmin location, where z ¼ 0 corresponds to the

membrane midplane. The dashed gray lines indicate (a) the contact fraction

for the system at 305 K in absence of solutes, fmix¼ 0.31, and (b) the solute-

DLiPC contact fraction for equal partitioning of the solute, f Smix ¼ 0.5. Error

bars are reported in Table S2. To see this figure in color, go online.
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display larger values of DDG. This result is consistent
with the fact that DPPC and DLiPC only differ in their tails.
In other words, a dimer that preferentially resides at the
interface will not be able to distinguish between the two
lipid species, as shown by the small differences in DDG be-
tween min and med environments and f Smix z 0.5.
High-throughput search for phase-modifying
solutes

We have shown in the previous section that the strength of
phase separation, expressed by fmix, correlates well with
the dimer’s relative partitioning between different lipid en-
vironments, quantified by the transfer free energy, DDG.
As such, using PMFs in the three lipid environments repre-
sentative of Lo-Ld equilibrium offers two advantages: 1)
identifying the preferred lipid environment and 2) esti-
mating the dimer-induced effects on phase separation,
both at a reduced computational cost (29–31). Additionally,
the PMF profile contains spatial information about the inser-
tion, which we have observed to also play a role in deter-
mining the bilayer-modifying character of the solute.

We therefore extend our PMF analysis to predict the
strength of phase separation to the larger data set of all
neutral Martini dimers—105 compounds in total—to further
understand the origin of mixing and demixing effects
induced by small molecules. Hence, for each dimer-bilayer
system, we measure the transfer free energy DDG, leading
to the results displayed in Fig. 4.

Two main areas of interest can be identified: 1) the or-
ange-red square comprising the most hydrophobic dimers
FIGURE 4 Two-dimensional matrix showing the DDG-value across the

three lipid environments considered (DPPC, DLiPC, and mixed ternary

membrane) for all neutral Martini dimers. Horizontal and vertical axes

show the bead type combination of each dimer. The grid is symmetrical

across the diagonal. The sign of DDG is positive when the lipid environ-

ment displaying the largest DGW/zm is the ternary system (see Eq. 3). To

see this figure in color, go online.



FIGURE 5 Two-dimensional matrices showing the zmin location of a sub-

set of dimers in the two most favored environments: minimum (min) envi-

ronment (a) and median (med) environment (b). Horizontal and vertical

axes show the bead type combination of each dimer. The grids are symmet-

rical across the diagonal. The full matrices are provided in Fig. S4. To see

this figure in color, go online.
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(i.e., C1-C1, C1-C2, and C2-C2) at the bottom left corner
and 2) the blue diagonal stripe comprising dimers with inter-
mediate polarity (�4.2 kcal/mol, i.e., C2-N0, C3-C5, C4-
C5, and C4-C4). According to our sign convention for
DDG, the dimers belonging to the first group have a prefer-
ence for the mixed membrane (i.e., positive DDG) and in-
crease lipid mixing, whereas the second group of dimers
favors the pure lipid systems (i.e., negative DDG), causing
membrane demixing. Besides these two regions, the
remainder of the matrix displays values of DDG close to
zero, indicating approximately equal preference for the
two most favorable environments and no significant alter-
ation to phase separation. It is worth pointing out that for
each dimer combination in Fig. 4,DGOl/W decreases, mov-
ing along the lower left to upper right diagonal, as shown in
Fig. S3. This indicates that as the hydrophobicity content
decreases, the dimers gradually shift their mixing-to-demix-
ing character, as well as their location of insertion from mid-
plane to interface (cf. Figs. 4, S3, and S4).

To assess the robustness of the results shown in Fig. 4, we
compared the transfer free energies for dimers made of two
C-type beads in membranes prepared at different cholesterol
concentrations. The small concentration changes we apply
are such that we do not expect significant changes in the
observed trends (see US at Different Cholesterol Concentra-
tions for more details). The chosen lipid/cholesterol ratios
match the study of Pantelopulos and Straub, who have
recently identified different regimes of phase separation for
the DPPC/DLiPC/Chol system modeled using the Martini
force field (53). Specifically, they observe a stabilization of
the Ld phase at low-cholesterol concentration (0–3 mol%);
the onset of phase separation at 7 mol% of cholesterol,
with coexisting Lo-Ld domains persisting up to 42 mol%;
and finally, at very high cholesterol concentrations, signifi-
cant antiregistration is observed, and Ld domains coexist
with a newly identified ‘‘cholesterolic’’ gel phase (53). We
are interested in the Lo-Ld regimes of phase separation;
accordingly, we only measure PMFs for systems with choles-
terol concentrations ranging from 0 to 30 mol%. Fig. S7
shows that small changes in cholesterol composition do not
significantly alter the water-membrane transfer free energy.
Additionally, the two dimers that previously displayed the
strongest tendency to alter phase separation (i.e., C2-C2 fa-
voring the mixed state and C4-C4 favoring the pure patch)
persist in displaying remarkable characteristics at different
lipid/cholesterol ratios. This effect is, however, significantly
weaker for the three lowest cholesterol concentrations at
which the system does not yet show stable Lo-Ld domains
(see Fig. S8). Indeed, the system at 30 mol% cholesterol,
the closest in terms of composition to our original system,
shows good agreement with the DDG-values in Fig. 4.

More insight into the relationship between dimer polarity
and alteration characteristics of the phase separation can be
obtained by probing the preferential location of partitioning,
zmin. Two aspects become apparent when we consider the di-
mers with the largest DDG-values (positive or negative): 1)
they all localize close to the midplane (zmin< 0.5 nm) in their
preferred lipid environment (see Fig. 5 a) and 2) more dimers
reside at the interface (zmin> 1.5 nm) in the med environment
compared with the min environment (cf. Fig. 5, a and b). Un-
surprisingly, the most hydrophobic dimers of the data set
(e.g., C-C types) insert close to the bilayer midplane (see
Fig. S5). However, individual PMF profiles reveal that
moderately amphiphilic solutes (4.1 ( DGOl/W (
4.8 kcal/mol) change their preferred location inside the
bilayer, depending on the type of lipid environment. As the
ratio of unsaturated lipids in the system increases (i.e.,
DPPC / mix / DLiPC), moderately amphiphilic com-
pounds move from the membrane-water interface to the
bilayer midplane (Fig. S6). Interestingly, this change in depth
of insertion is observed for all dimers previously identified as
phase separating (i.e., blue diagonal stripe in Fig. 4). This
suggests that domain stabilization depends not only on
Biophysical Journal 118, 1321–1332, March 24, 2020 1327
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preferential partitioning but also on its localization. As a gen-
eral trend, the majority of dimers we probed stabilize at the
interface (see Fig. S4). This includes amphiphilic compounds
consisting of one C-type connected to an N- or P-type bead as
hydrophobic and hydrophilic parts, respectively, as well as
compounds with intermediate polarities (N-N type), which
do not fully insert in the lipid membrane. The most polar di-
mers of the data set (types P-P and N-P), on the other hand,
do not favorably reside at the interface (zmin > 2.5 nm). We
note that the localization parameter, zmin, does not signifi-
cantly change with cholesterol concentration (see Fig. S9).
Mean-field model

In this section, we try to rationalize the dimers’ behavior, as
well as other observations from our simulations, by using a
recent analytical mean-field study. Using a Flory-Huggins
type of mean-field free energy, Allender and Schick studied
the change in the miscibility transition temperature (DTmix)
of a lipid bilayer composed of an unsaturated (A) and a satu-
rated (B) lipid upon addition of a solute (S) (55). The pur-
pose of using a simplified mean-field model is to find out
how the thermodynamic driving forces (namely, direct and
excluded-volume interactions between the solute and the
lipids) affect the solute’s ability to phase separate or mix
the bilayer. To this end, they calculated DTmix (whereas Al-
lender and Schick (55) defined this quantity as a dimension-
less ratio, here we define it as a temperature difference)
along the critical line on the surface of coexistence sepa-
rating the mixed and demixed phases and found

DTmix

Tmixð0Þh
TmixðFSÞ � Tmixð0Þ

Tmixð0Þ ¼ FS

�
� 1þa

M2
C

F2
S

�
(4)

to first order in the solute volume fraction, FS (see Support-
ing Materials and Methods for details). In the above equa-
tion, Tmix(FS) and Tmix(0) are the critical mixing
temperatures in the presence and absence of solute mole-
cules, respectively; a ¼ kBTmix(0)/(2NSVAB) is a parameter
that depends on the pairwise interaction energies, VAB, be-
tween A- and B-type monomers in the mixture; kB is the
Boltzmann constant; and NS is the number of monomers
in a solute molecule. MC is proportional to the critical par-
titioning of the solute in the Ld and Lo phases (see Eq. 6).
Allender and Schick found it to be determined by both
excluded-volume (dn) and direct (dr) interactions

MC ¼ � FS

2a
ðdnþ drÞ: (5)

In the above equation, dn represents the excluded-volume
interactions of the lipid components; it depends only on the
number of monomers per lipid chain (NA for lipid A and NB

for lipid B), and it is given by dn ¼ ð ffiffiffiffiffiffi
NA

p �ffiffiffiffiffiffi
NB

p Þ=ð ffiffiffiffiffiffi
NA

p þ ffiffiffiffiffiffi
NB

p Þ. dr represents the direct interaction
1328 Biophysical Journal 118, 1321–1332, March 24, 2020
between the lipid and solute, and it is found to be dr ¼
(VAS � VBS)/VAB. From Eq. 4, we note that the change in
the miscibility transition temperature upon adding solutes
is determined by the competition between two terms: a dilu-
tion effect and the preferential partitioning of the solute in
either phase. Whereas dilution simply arises from the
reduced interactions between lipid molecules by the pres-
ence of the solute, the preferential partitioning stems from
a nonzero value of MC. When the solute partitions equally
into either of the phases (i.e., MC ¼ 0), Eq. 4 predicts the
largest decrease in the miscibility transition temperature,
making DTmix large and negative. Solutes that prefer one
lipid environment, however, partition between the mixed
and demixed phases according to their interaction energy
and therefore have a finite value of MC (see Eq. 5). Solutes
that partition unequally, but only weakly so, have lower

values of MC, and from Eq. 4, if MC < FS/
ffiffiffi
a

p
, then DTmix

becomes negative and induces mixing. Conversely, for
strongly partitioning solutes specifically, if jMCj is larger

than FS/
ffiffiffi
a

p
, DTmix becomes positive and induces demixing.

Thus, even without changing a lipid bilayer’s temperature, it
is possible to induce mixing or demixing by only adding a
solute to it. Also, according to the mean-field model, the sol-
ute’s ability to initiate this transition depends on how pref-
erentially it partitions and that, in turn, is decided by the
interplay of the excluded-volume and direct interactions be-
tween the solute and the lipids as shown in Eq. 5.

We now relate the mean-field model to our computer sim-
ulations, associating lipids A and B to DLiPC and DPPC,
respectively. To qualitatively estimate the excluded-volume
interactions for our system, we first observe that, because of
its tail’s higher degree of unsaturation, DLiPC has a kink in
its tail and consequently has a larger effective volume in the
mixture (hydrophobic volume) than that of DPPC. In their
work, Allender and Schick noted that the number of mono-
mers in a lipid chain approximately represents its hydropho-
bic volume. The hydrophobic volume mismatch between
DLiPC and DPPC can then be accounted for by taking
NDLiPC > NDPPC (i.e., NA > NB). This implies a positive
excluded-volume term dn. Also, because we are not chang-
ing the lipid mixture in our simulations, the excluded-vol-
ume contribution to MC for different dimers remains
constant within the mean-field formalism (see the definition
of dn above), whereas the direct interaction contribution, dr,
changes as it does depend on the chemistry of the com-
pound. We identify two distinct scenarios corresponding
to mixing and phase-separating solutes. We note that MC

can be expressed as

MC ¼
���� FLd

S � FLo
S

FLd
DLiPC � FLo

DLiPC

���� ; (6)

whereFLo
S (FLd

S ) andFLo
DLiPC (FLd

DLiPC) are the critical volume

fractions of the solute and DLiPC lipids, respectively, in the
Lo (Ld) phase near the miscibility transition temperature.
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Each of the volume fractions in Eq. 6 can be estimated from
our simulations (see Eqs. S5–S8 for the definitions), leading
to an estimate of MC. We can then calculate DTmix for each
dimer using the obtained value of MC in Eq. 4. If the mean-
field model’s results are consistent with our simulations,
then the phase-separating dimers we found in our simula-
tions (classified thusly based on their fmix value) will have
a positive DTmix, and the dimers promoting mixing will
have a negative DTmix.

We compare the mean-field predictions with our simula-
tions in Fig. 6. We probe the change in miscibility transition
temperature, DTmix, as a function of the system’s phase sep-
aration, fmix, linking both quantities through MC. We find
that MC decreases roughly linearly with respect to fmix until
fmix z 0.32, beyond which it plateaus (see Fig. S10). For
low values of fmix, the system is well phase separated, and
the solute can partition in one of the phases, leading to large
values ofMC. For higher values of fmix, however, the system
is mixed, and the solute may partition only weakly, leading
to MC z 0. Now, in addition to MC, we also need to know
FS and a to calculate DTmix using Eq. 4. First, we estimate
FS ¼ nSNS/(nANA þ nBNB þ nSNS) ¼ 0.0192. We then note
that a is adjustable and is given by a¼ kBTmix(0)/(2NSVAB).
Assuming a reasonable DTmix will be about 10–30 K, we set
a ¼ 0.003 (red curve). This also fixes the interaction energy
VAB z 80kBT. For comparison, although a ¼ 0.03 results in
a lower, more plausible value of VAB z 8kBT, it overesti-
mates DTmix for phase-separating dimers (violet curve). A
lower a ¼ 0.0003 predicts a low DTmix, which incorrectly
classifies some phase-separating dimers as mixing ones
(green curve) and, moreover, strongly overestimates
VAB z 800kBT. In Fig. 6, the yellow circles report on
FIGURE 6 Comparison between simulations and mean-field theory. The

change to the miscibility transition temperature in the presence of a finite

solute concentration, DTmix, is plotted against the system phase separation,

fmix. Each curve corresponds to a different fit of the adjustable parameter a.

The yellow circles and black triangles are obtained from large-scale MD

simulations and PMF predictions, respectively. The blue crosses, linked

to the T axis shown on the right, represent MD simulations in the absence

of solute at different temperatures (see Fig. S1; Table S1). To see this figure

in color, go online.
large-scale MD simulations of various Martini dimers.
The black triangles complement this subset for compounds
for which we did not run large-scale simulations but instead
estimate fmix from DDG (Fig. 3). Focusing on specific com-
pounds and assuming Tmix(0) z 305 K, the maximal posi-
tive shift in the mixing temperature happens for C4-C4,
Tmix(FS) z 338 K, whereas the maximal negative shift in
the mixing temperature happens for C1-C1, Tmix(FS) z
300 K. We urge the reader not to take these values as quan-
titative predictions, but rather as an illustration that qualita-
tive agreement indeed exists between the simulation results
and the mean-field predictions.

For reference, we have also shown fmix values and corre-
sponding bilayer temperatures in the absence of solute (blue
crosses). We note that changing the system’s temperature
leads to a range 0.2 < fmix < 0.5 that is much larger than
what we have observed by introducing solutes (z0.25–
0.35). Extrapolating the mean-field model to larger values
of fmix would lead to DTmix > 0, implying phase separation,
whereas an increase in fmix corresponds to increased mixing.
Further studies in that regime would be useful to more
broadly check the mean-field predictions. Although pin-
pointing the source of the discrepancies between the
mean-field model and the computer simulations is no trivial
task, we hint at the mean-field model’s lack of the structural
and dynamical heterogeneity that a mixed membrane exerts
on a small molecule. Incorporating these would likely
require some time-dependence—though targeting equilib-
rium—and gradient terms in the free energy (see Supporting
Materials and Methods for details).

The mechanisms obtained from the computer simulations
can now be compared to the mean-field theory. First, all
simulated compounds that affected the mixing or demixing
behavior preferentially inserted at the bilayer midplane—a
likely consequence of the composition we probe. This inci-
dentally better fits within the scope of the mean-field model
(i.e., no interfacial effects). In our simulations, dimers that
promote phase separation in the bilayer (C2-N0, C3-C5,
C4-C5, and C4-C4) partition to the DLiPC-rich Ld phase
(see Table S3). The mean-field model is in line with this
observation: dimers displaying direct interactions that domi-
nate over excluded-volume interactions (specifically when
dr < �dn; see Eq. 5) yield large positive values of MC. Ac-
cording to Eq. 6, these compounds prefer the DLiPC-rich Ld
phase, leading to DTmix > 0 (see Eq. 4)—thus inducing
phase separation. The other bilayer-altering behavior is
observed in both cases: CG dimers that promote mixing in
the bilayer (C1-C1, C1-C2, and C2-C2) largely partition
to the DPPC-rich Lo phase. Likewise, within the mean-field
model, when solutes display weak direct interactions (spe-
cifically when dr > �dn), even a weak preference for the
DLiPC-rich Ld phase will seem negligible compared to
the excluded-volume interactions. This yields MC ( 0 so
that the solute indeed partitions into the DPPC-rich
Lo phase (see Eq. 6), leading to mixing: DTmix < 0 (see
Biophysical Journal 118, 1321–1332, March 24, 2020 1329
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Eq. 4). On the other hand, our CG simulations identify a
number of dimers (e.g., C3-C3, C3-C4, and C3-N0) that,
despite reaching the bilayer midplane, did not alter the ther-
modynamics of the bilayer in any significant way: we
observe DDG z 0 between competing lipid environments.
This absence of phase separating or mixing effect for almost
equally partitioning solutes does not seem to agree with the
predictions of the mean-field model. Instead, solutes that
equally partition are expected to produce the maximal
decrease in Tmix because of a pure dilution effect (see
Eq. 4) (55).
CONCLUSIONS

We have investigated the effect of small molecules on mem-
brane phase separation for the system DPPC/DLiPC/CHOL
at the low solute concentration regime using a combination
of CG simulations, unbiased MD, and US simulations. By
taking advantage of several PMF calculations corresponding
to the insertion of a solute in distinct lipid environments, we
have identified a linear relationship between preferential
partitioning and phase separation quantified by the contact
fraction, fmix. Our results show that the phase-modifying
character of certain solutes correlates with the difference
in transfer free energies between competing lipid environ-
ments and that partitioning to the bilayer midplane (zmin <
0.5 nm) is crucial to produce any alteration to the phase sep-
aration. Specifically, we found that dimers that partition to
the midplane of the Ld phase act as domain stabilizers,
whereas dimers that partition to the midplane of the Lo
phase enhance lipid mixing, in agreement with previous
simulation studies (22,24,26,27). By migrating to the
DLiPC midplane, stabilizing compounds can occupy re-
gions of the membrane inherently more disordered and
where more space is available for localization, ultimately
acting as domain stabilizers. The opposite is true for com-
pounds that increase mixing: they also preferentially
localize in the midplane region but do so in the Lo phase,
in which they compete with the favorable interactions of
DPPC with cholesterol, thereby disrupting the Lo domains’
ordered structure. Furthermore, the non-bilayer-modifying
character of interfacial solutes (zmin > 1.5 nm) can be ratio-
nalized by taking into account that DPPC and DLiPC lipid
heads are identical, and thus, insertion close to the interface
does not allow for significant preferential partitioning.

Comparison of our simulation results with a Flory-Hug-
gins-type mean-field theory (55) helped us rationalize the
change in the miscibility transition temperature introduced
by the addition of solutes. Although our evaluation of the
shift in the mixing temperature is only qualitative, we were
able to find several regimes in which the simulation results
match with the mean-field predictions: solutes that preferen-
tially partition in the Ld phase induce demixing, whereas sol-
utes that moderately prefer the Lo phase induce mixing.
However, our simulations also report on dimers that partition
1330 Biophysical Journal 118, 1321–1332, March 24, 2020
approximately equally between competing lipid environ-
ments but do not alter the thermodynamics of the lipid
bilayer, whereas the mean-field model predicts a maximal
decrease in the miscibility transition temperature purely
due to dilution. This regime was not observed in our simula-
tions, possibly because of the small solute concentration
used. In this regard, Barnould et al. have reported an
increased tendency to mix (i.e., larger contact fraction values)
as the solute concentration is increased for the same lipid
mixture (25). However, these high solute concentrations are
not comparable with the set-up used in our PMF calcula-
tions—which rely on the assumption that interactions be-
tween solute molecules are negligible—hence making the
dilution regime difficult to characterize in our framework.

Connecting these simulation results to experimental
studies is limited by the CG resolution. First, the force field
we use has shown limited agreement with experimental re-
sults regarding the phase diagram of the ternary system
DPPC/DLiPC/CHOL—the Martini model shows an artifi-
cially strong tendency to phase separate (56). As for the so-
lute, the transferable nature of the CG model means that
many small molecules map to the same CG representation:
a Martini C1-C1 dimer corresponds to tens of thousands of
small organic molecules (29,30). We do not, however,
expect all of them to induce mixing of the ternary mem-
brane. Instead, we use such a high-throughput approach to
rapidly classify classes of solute molecules interacting
with ternary lipid membranes, thereby extracting chemical
features and attributes that are characteristic of a certain
mixing or demixing behavior, as well as insight into the rele-
vant driving forces.

Our high-throughput approach can easily be adapted to
other lipid systems and more complex solute molecules.
Force field developments aimed at improving both lipids
and solutes will help us more faithfully describe relevant
drug-membrane interactions (56,57). We expect that back-
mapping solutions aimed at more efficiently and directly
connecting CG with atomistic resolutions will help build
multiscale models amenable to exploring large regions of
chemical space in complex environments.
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